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ABSTRACT. As an important task in ontology learning, instance extraction and attribute
extraction of the concepts have attracted more research attention. There are close
relations between the instances and the attributes of a concept. Detecting an instance
will be beneficial for recognizing attributes, and vice versa. This paper puts forward a
weakly-supervised method which can synchronously extract instances and attributes for
a concept based on web information. Firstly, we automatically generate and evaluate
the contextual patterns in which instances and attributes co-occur on the Web. Secondly,
we extract candidate instances and attributes using the patterns extracted above, and
evaluate them with two methods. (1)Based on the associations between instances and
attributes, we use determinate instances (i.e. the seed instances) to evaluate the
accuracy of the candidate attributes, and use the determinate attributes (i.e. the seed
attributes) to evaluate the accuracy of the candidate instances. (2) We use the
contextual distribution similarity to evaluate the accuracy of instance extraction and
attribute extraction. FExperiment results show that we could get a comparable
performance with the traditional methods, but from the corpus with much less size.
Keywords: Instance Extraction; Attribute Extraction; Ontology Learning;
Weakly-supervised Method

1. Motivation. Ontology supports the sharing and reuse of knowledge across different
applications. However, manual ontology construction costs a lot of manpower, material
and financial resources, which hampers the application of ontology to some extent.
Therefore, automatically constructing ontology has become a research hotspot currently.
As an important task in ontology learning, instance extraction and attribute extraction
of concepts have attracted more research attentions. The task of instance extraction is:for
each given concept ¢, acquire an instance set /~{/}, in which each 7 is an instance of c.
For example, /nfluenza and Hypertension can be regarded as the instances of the concept
DISEASE. On the other hand, the task of attribute extraction is:for each given concept ¢,
acquire an attribute set 4={«}, in which each « is an attribute of ¢. One concept differs
from the other in that they have different attributes. For example, the concept D/SEASE



has the attributes as SYMPOTOM and 7TREATMENT etc., while the concept MED/CINE
takes the attributes of S/DE-EFFECT and EFFICACY, etc.

r7%e methods for instance extraction. [1] extracted /NS7ZTANCE-OF relationships from
the texts using the syntactic patterns such as “such NP, as NP, . . . ,NPn.1 (orland) other
NP.”. They obtained good accuracy, however the extracting-from-text method caused the
data sparseness problem. Other researches extracted instances from the unstructured web
corpus using unsupervised or weakly supervised methods [2-6]. However, with little
hand-labeled training examples, it’s hard to improve both recall and precision.

The methods for attribute extraction.|7] extracted candidate attributes of a concept
from the Web and used two supervised classifiers to determine whether a candidate is a
correct attribute. To construct the classifiers, they used the features of morphological
information, an attribute model, a question model and an attributive-usage model. [8]
used an unsupervised method to extract attribute-value pairs from semi-structured HTML
web pages. [9] used a weakly-supervised method to extract attributes of a concept from
structured web pages. In recent years, with the development of Wikipedia,
Wikipedia-based attribute extraction method has attracted more and more attention [10].

[11] first defines a closed vocabulary of potential class instances as the set of most
frequently-submitted Web Search queries, then acquires class labels for potential class
instances via hand-written extraction patterns as the form of <C[such as|including]I>, and
organizes potential class instances into sets of distributional similar phrases. Then he uses
TF-IDF (term frequency—inverse document frequency) to rank candidate <class label,
instance> pairs. In the attribute extraction part, he uses similarity-based ranking method
which is introduced in his previous work [12]. This work also compared different
similarity functions such as Cosine, Jacard, Jensen-Shannon, and Skew-Divergence. Most
of the above researches pay attention to separate instance extraction or attribute
extraction. As an exception, [11] used a weakly-supervised method to synchronously
extract instances and attributes for open domain concepts from web pages and search
engine query logs. However, they used 50,000,000 query logs and 100,000,000 web
pages. It is difficult to obtain so large scale of query logs and the web pages they used are
tremendous. In this paper, we make good use of the close relationship between the
instances and the attributes of a concept to extract both of them. Using only the titles and
snippets of the web pages returned by Google as the corpus, we could reach a comparable
performance with [11].

Since attributes are the intrinsic characteristics of a concept, they are often used to
describe an instance of a concept. For example, if we expect to find out 7z//uenza, an
instance of the concept D/SEASE, we usually concern its symptoms, its treatments, etc.
Therefore, nfluenza often co-occurs with sympromortreatment in its context. This
phenomenon is prominent in the Web. There are tremendous web pages which mention a
concept instance and its attributes simultaneously. Therefore, if we search the Web using
an instance of a concept as the query, we may probably find that the instance and the
attributes of the concept co-occur in the returned web pages; moreover, the co-occurrence
patterns tend to be stable. For example, “'& 45 fi (kidney stone) HJ(of) {87 5 ik
(treatment)”, “/0> £ 7 (angina) HY(of) Il /K 2 B (clinical manifestation) J&(is)”, “/&
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(influenza) HJ(of) JiE K (symptom)F (includes)”. Among them, “'& 2% £ (kidney stone)”,
“[» &4 % (angina)”and “ /& § (influenza)” are the instances of the concept “ ¥& J7
/DISEASE”; while* {5 J7 7 14 /treatment”, ““ Ji£ Ik /symptom” and “Ilfi JK % # /clinical
manifestation” are the attributes of the concept ¥ /DISEASE. Therefore, there is close
relationship between the instances of a concept and its attributes. Detecting instances of a
concept will benefit the recognition of its attributes, and vice versa.

Based on this motivation, this paper puts forward a weakly-supervised method which
can synchronously extract instances and attributes for a concept based on the web
information.

2. Methodology. The task of synchronously extracting instances and attributes for the
concepts of ontology is defined as follows: For a concept ¢, given seed instances and seed
attributes, we expect to extract from the Web the instance set /and the attribute set 4 of c.
Our system consists of five components: contextual pattern extraction and evaluation,
instance extraction, instance evaluation, attribute extraction and attribute evaluation. The
architecture is shown as Figure 1.

Weh I Seed Instances Seed Attributes

Instance ' Instance
Contextual Extraction Evaluation
Pattemn extraction

Attributes Aftributes

Extracton Evalutaion

FIGURE 1. Architecture of our method

(1) Contextual pattern extraction and evaluation. We use the seed instances and the
seed attributes to construct queries to search the Web. Then, from the returned web pages
of Google search, we extract the contextual patterns in which the instances and the
attributes co-occur. Finally we evaluate these patterns using the seed instances and the
seed attributes.
(2) Instance extraction. We use the seed attributes and the contextual patterns extracted
in the first module to construct search queries, and use them to search the Web and
extract the candidate instances from the returned web pages.
(3) Instance evaluation. We cvaluate the candidate instances with two methods.

(a) Calculating the association between the candidate instances and the seed attributes.



(b) Calculating the contextual distributional similarity between the candidate instances
and the seed instances.

After evaluation, we can expand the seed instance set using the credible candidate
instances.
(4) Attributes extraction. We construct search queries using the contextual patterns
obtained in the first module and the expanded seed instance set and extract the candidate
attributes from the returned web pages of Google search.
(5) Attributes evaluation. We evaluate the candidate attributes with two methods.

(a) Calculating the association between the candidate attributes and the seed instances.

(b) Calculating the contextual distributional similarity between the candidate attributes
and the seed attributes.

After evaluation, we can expand the seed attribute set using the credible candidate
attributes.

We will describe the above modules in detail in the following sections.

3. Extraction of the Contextual Patterns

3.1 Extraction of Contextual Patterns. The relationship between an instance i and an
attribute a is practically a kind of relation of “a is an attribute of i”. For example, “the
symptom of influenza includes” and “the treatment of hypertension requires” respectively
embody the relationship of “symptom is an attribute of influenza” and “hypertension has
an attribute of treatment”. Therefore, we try to extract the contextual patterns like
“iHlaH2”, where i is an instance, a is an attribute, H1 and H2 are contextual snippets
whose frequencies are higher than a threshold F and whose lengths are lower than a
threshold L. The threshold of F is set to 100 and L is set to 5 which can filter out noisy
contextual patterns according to our experiments.

For example, for the concept of DISEASE, given the seed instance “J@% '§ /influenza”
and the seed attribute “JiE Kk /symptom”, we can construct the query of “Ji%'g *JiE Ik *”,
then we can search the Web using the query of “J&'F * JEAR*”.

Using Google search, we can obtain at most the top 1000 web pages for each search
query. We only use the top 500 searching result for each query. Instead of downloading
these web pages, we only use the titles and the snippets of these web pages to compose
the corpus for contextual pattern extraction, denoted as corpus Z. Then, we use the seed
instances and the seed attributes to extract the contextual patterns like /HizH>, the
obtained pattern set is denoted as ¥

3.2 Evaluation of Contextual Patterns. In the above module, we have extracted the
contextual pattern set 2 from the corpus /2 and obtained the frequencies in which each
pattern y occurs in the corpus 2. However, we cannot evaluate the pattern y simply by its
frequency, since the probability that » occurs in the corpus Z1is insufficient in determining
the effectiveness of the pattern. Instead, it will be more accurate if we use the probability
in which y occurs in the Web, which is calculated as follows.
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In the equation, (<7, @>, y) denotes the operation of replacing 7 and « in the pattern
MH1aH, with the specific instance 7 and «, Hits(¢) denotes the number of search result if
we use ¢ as the Google query to search the Web. We select the top 10 patterns, which
could generate balanced precision and recall, and obtain the final pattern set 7’, and
normalize the weight of yin 7 as

score(y)
z score(y)
o4s /2)

Table 1 lists the top 5 contextual patterns and their weights. In the following we will
use the pattern set Y’ to extract instances and attributes from the Web.

score'(y) =

TABLE 1. Top-5 contextual patterns

Contextual patterns | Examples Weight
A+ at ik G &5 A IR IT T (the treatment of kidney stone)
(s, 732 fili 45 %% RIS Wi 77 75 (the diagnostic methodof phthisis) 0.3289
/method) 1= I & B DR A& 5 V2 (the /ealth-care measure of phthisis)
At T 1= 1L R TR M (the precautionofphthisis and)
({37s. J%/and) WE IR IO IK & I (the diet of diaberes and) 0.0998
’ R BREIR S (the symptoms ofrhinitisand)
Al rat JBE IR (the symproms of influenza include)
(f0/°s, 4 /include) 5 45 A 199 BB (the pathogenesis of kidney stone include) 0.0781
’ FNARIE R AE A (the characterizations of depression include)
B 5 HIREIR 2 (the symproms of rhinitis are)
et BRI R R I A (the clinical manifestations of angina pectoris
(1/’s, 72/be) are) 0.0649
B8 R [ BT IR AE (the precursors of diabetes are)
. B E W11 A (the precaution of influenza and)
At K OB 2 Wi (the f angina and 0.0624
(1/’s, Fil/and) xb /)L‘ 2 (the lng'QOSE- 0 angma- and ) ' .
SIMERT B 25 #0 (the medication of cervical spondylosisand)

4. Extraction of Instances. In this section, we will use the contextual patterns set 7
obtained in section 3 and the initial seed attributes to construct queries, and extract
candidate instances from the returned web pages of Google. Furthermore, we propose
two approaches to evaluate the credits of the extracted instances.

4.1 Extraction of Candidate Instances. The process of extraction of candidate instances



is also based on Web searching. Queries are built with the contextual patterns and
individual seed attributes. In the contextual pattern,we replace « with a specific attribute
and construct the query *HizH>. We can obtain the web snippets which meet the above
pattern through searching the query in Google. We use the seed attribute set A and the
contextual pattern set /’ to construct searching query set Q.

For example, for the pattern “7 ¥J/’s « Fil/and” and the seed attribute “Ji:tk;/symptom”
we construct query “* [J/’s JiE}k/ symptom Fi/and”, and obtain the titles and snippets
of the web pages returned by Google, which compose corpus /.

We use the following strategy to extract instances from corpus / based on the pattern
set V. First, we extract sentences from corpus Z Then we build search queries with the
contextual patterns and the seed attribute. Queries in a pattern of “Ho-*-Hj-attribute-H»”,
where Ho stands for left-context, do not work well since that the instances in the Web
pages tend to occur at the beginning or in the front positions of the sentence of the result
web pages. Therefore, we only select the sentences whose beginning parts agree with the
pattern “*H;4H>”, and extract the chunks matching “*”. These chunks compose the set .
After that, we trim the Chinese character sequences (chunks) in §. Specifically we
eliminate the noise prefixes and suffixes depending on a prefix stop list and a suffix stop
list, and we only retain the word sequences with the lengths between 2 to 10 characters.
For example, we get a sentence “3i 7E (now) # [E] (China) ) (s) & 4l (capital) 2 (is) W B
(where)?”After matching the pattern, we extract ¥ 7E # [£/China now” matching “*”
and “Hl 7E/mow” will be dropped as stop word, so we get “H1[E|/China” as a candidate
instance. Through the above filtering, finally we obtain the candidate instance set.

4.2 Evaluation of Candidate Instances. It is inevitable that the candidate instances
extracted using the contextual patterns include some noises. Therefore, we need to
evaluate the confidence of each candidate. We propose two approaches to conduct the
evaluation.

4.2.1 Evaluation Approach Based on PMI-IR. An authentic instance should be highly
associated with the seed attributes. Therefore, we use the mutual information between the
candidate instance and the seed attributes to measure the confidence of the candidate
instance. Because the confidence of the seed attributes is known to be 1, we can use the
confidence of the seed attributes to compute the confidence of the candidate instance. In
the paper, we use PMI-IR (Pointwise Mutual Information and Information Retrieval) to
compute Weig/A7) of the candidate instance:

Z[ﬂ””'(l?”) . Wezg/zl(d)j

e\ Max,,

Weight ( z') =
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In the equation, Weig/A7) denotes the confidence of the candidate instance 7 Weig/hd a)
denotes the confidence of the seed attribute @, and max,,, is the maximum pointwise
mutual information between candidate instance and all seed attributes. /7zs(g) denotes the
number of search result if we use ¢ as the query to search the Web. (7, @) denotes that both
7and « are used as the words of query, / denotes the number of the pages in the Web.

4.2.2 Evaluation Approach Based on Similarity. Besides that the correct candidate
instances are more closely related to the attributes of the concept, the contextual patterns
of the correct candidate instances are also more similar with that of the seed instances.
Therefore, we can measure the similarity between the candidate instances and the seed
instances in order to evaluate the confidence of the candidate instances. The approach
consists of three steps.

(1) Based on the contextual patterns extracted by ¥ in Section 3, we construct a feature
vector for each seed instance. Specifically, for each contextual pattern y =“/HizH>”in 7,
we replace 7 and @ with a specific seed instance and a seed attribute, use it as the query to
search the Web and obtain A7zs(y). Then, the weight for each feature in the feature vector
is calculated as follows:

play)  His(a,y)

4
yZ y) score'(y)*/\f

plaly)=
(5)

In this equation/Z7zs(a,p) is the count of hits usinge and y as the query words. score {p)
is the weight of the pattern ycalculated in section 3.2, and A denotes the number of pages
on the Web.

After we generate the feature vector for each seed instance, the sum of the feature
vectors are normalized by the number of feature vectors and generate a reference feature
vector vs.

(2) With a similar approach, we construct a feature vector for each of the candidate
instances Zuxs. In this way, we can obtain the feature vector vec for each candidate
instance.

(3) We compute the similarity between the feature vector of each candidate instance vc
and the reference feature vector vs, and rank the candidate instances by their similarity. In
our work Jensen-Shannon divergence [13] is used to compute the similarity, Siz(ve,vs).
Jensen-Shannon divergence is a metric which measures the distance between two
distributions.

#5(0:r) =3[ Pl )+ 2. ) Z
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After these steps, the candidate instances are ranked by their similarity with the seed
instances.

5. Extraction of Attributes. Similar to instance extraction, attribute extraction is also
decomposed into candidate attribute extraction and candidate attribute evaluation. For the
evaluation of candidate attributes, we use the approaches similar to candidate instance
evaluation, i.e. the approach based on the association between the candidate attribute and
the seed instances and the approach based on the contextual distributional similarity
between the candidate attribute and the seed attributes.

5.1 Extraction of Candidate Attributes. In Section 4.1, we use the seed attributes and
the contextual pattern set 7 to construct query to extract the candidate instances. For
attribute extraction, however, it is infeasible to use seed instance and the contextual
pattern set alone, since the number of attributes is far less than the number of instances.
Only using the seed instances to search the Web may result in even fewer attributes.
Therefore, we add the highly ranked candidate instances from section 4 to the seed
instance set, and combine the expanded seed instances with 7’ to construct a query set ¢
to extract candidate attributes.

By searching the Web with query ¢, we can get the titles and the snippets of the
returned web pages, denoted as corpus A. For extracting the attributes from the sentences
of corpus A, we select the sentences which have the patterns of /Hi*H> and extract the
text spans which match “*”, denoted as . Only word sequences with lengths between 2
and 10 characters are retained. Through the above filtering, finally we can obtain the
candidate attributes set.

5.2 Evaluation of Candidate Attributes.

5.2.1 Evaluation Approach Based on PMI-IR. The evaluation approach based on the
PMI-IR is similar to the evaluation of candidate instances, except that in the evaluation of
candidate instances we add the instances whose confidence is higher than a threshold into
the seed instance set. The following equation defines the evaluation of the confidence of
the candidate attribute «.

z{p””()* Weight(1 )]

el max

Wezg/zl(a) =
d )

In this equation p72da,7) is identical to pmi a,7) in equation(4).



5.2.2 Evaluation Approach Based on Similarity. The confidence of the candidate
attributes are also evaluated by their similarity with the seed attributes. The similarity is
calculated through the following three steps.
(1) We construct the reference feature vector using the seed attributes. The construction
method is similar to that described in section 4.2.2, except that here we replace the seed
instances with the seed attributes.
(2) We construct the feature vectors for the candidate attributes. The construction method
is equal to that in section 4.2.2.
(3) We compute the similarity between the feature vectors of the candidate attributes and
the reference feature vector, and rank these candidates by their similarity.

After these steps, the candidate attributes are ranked by their similarity with the seed
attributes.

6. Experiments and Analysis

6.1 Data Sets. We use Google as the search engine for obtaining the Web corpus. After
constructing search queries, we used the titles and the snippets of the web pages returned
by Google as the corpus for extracting the contextual patterns, instances and attributes.
The difference between our method and the method of [11] lies in that they use large
scale query logs and web pages as the corpus, while we use the top 500 web pages
returned by Google for each query, making use of only titles and snippets rather than
downloading the full pages. Therefore, the size of the corpus we used is far less than that
of [11].

The experiments are conducted separately in Chinese corpus and English corpus. As
for Chinese, we conduct experiment using 20 concepts, such as “Mountains”, ”Awards”,
“NBA Teams”, “Painters”, “Countries”, “Car Models”, “Religions” and so on. There are
thirteen testing classes which are same with [11]. For English, we conduct experiment
using the concept of “Company” and “Country”, which is the same with the experiments
in [3, 11, 14].The English gold standard comes from the en.wikipedia.org and rest of the
Chinese gold standard comes from the zh.wikipedia.org and baike.baidu.com.

We use precision and coverage to evaluate the results of instance extraction and the
results of attribute extraction. For the evaluation of precision, we used human
determination method, i.e. for each extracted instance we manually determined whether it
belongs to the given concept or not. Since the exact recall of the extracted instances and
attributes is impossible to be given, in this paper we use the metric of coverage instead of
recall. Here we define the coverage as the ratio of the interaction between the extracted
instances/attributes and the instances/attributes in the gold standard.

6.2 Results of Instance Extraction. We use the contextual patterns, the seed instances
and the seed attributes to construct the search queries, and extract candidate instances
from the corpus composed by the search results of Google. Then, we evaluate the
confidence of the candidate instances based on (1) the PMI-IR between the candidate
instance and the seed attributes, and (2) the similarity between the contextual pattern
similarity of the candidate instance and the seed instances.



6.2.1 Coverage of Instance Extraction. The instance extraction results for the concepts
are shown in Table 2.

TABLE 2. Comparison between instance sets of gold-standard classes (G) and instance
sets of automatically-extracted (E).

Concept Size of instance sets
G E GNE/G(%)
Chinese | NBA ERFA/NBA team 30 74 100.00
Z£ ) /Car model 395 | 801 | 66.84
[5 Z/Countrie 196 | 754 | 84.18
Al /River 756 | 405 | 19.74
1£/Flower 547 | 890 | 16.09
] 7% /Painter 760 | 706 | 10.39
P /Disease 900 | 2202 | 39.20
#5/Award 630 | 633 | 49.68
7 H/Holiday 630 | 1387 | 15.55
S [H ] /State(U.S.A) 50 | 142 |92.00
111§/ Mountain 706 | 962 | 15.01
~F N/Poet 1326 | 936 | 11.71
52 43 /Historical Record 191 | 625 | 23.56
Z§¥)/Drug 1576 | 1128 | 27.00
1273 71/ Athlete 759 | 539 |5.79
#1225 /Philosopher 535 483 | 12.71
rf [ 51 4X/Dynasty in Chinese history | 79 657 | 54.43
1 44 #/Province of China 23 |45 | 100.00
S5 #U/Religion 153 | 228 |2091
{1l 5 /Composer 554 | 451 | 11.37
English | Country 196 | 225 | 60.00
Company 500 | 4353 | 42.00
Average coverage 39.92

Each gold-standard instance set comes from the web encyclopedia (zh.wikipedia.org or
baike.baidu.com). Ratios (GNE/G) are shown as percentages.

6.2.2 Precision of Instance Extraction. In the experiments, we evaluate the precision of
instance extraction with the human-constructed gold standards for 4 concepts of “¥%& J#
/Disease”, “#4 4 /Drug”, “Z\ ] /Company” and “[E 5% /Country”, among which* & 55
/Disease”, “#j#)/Drug”, “/\ %] /Company” are open sets, so the instances are not fully
covered by gold standard knowledge base; the instances of concept “[E 5% /Country” is
closed, covered by the knowledge base. The precision is shown in Table3, in which the
last column refers to the precision of the top 100 candidate instances.

10



TABLE 3. The precision of instance extraction

Concept Seed instances | Seed attributes Top 5 candidate instances Precision
Disease B/ I [A1/ Faifl 92%
(Chinese) | rhinitis cause of disease dental calculus
FECLEl PRl TR i 9/
kidney stone treatment radiation enteritis
HHEN/ SR/ F ZE 55/
cervical symptom Behcet’sdisesase
spondylosis LR EE/
e ML/ Raynaud syndrome
hypertension W7 Wb R I AN 2/
&KE/ endocrine infertility
influenza
Drugs B i 7K/ R BB SR MR/ 67%
(Chinese) | atenolol disable and be used with caution | esomeprazole magnesium
AL H M=/ enteric-coated tablets
nitroglycerin | indication et dosage o BR B ] DL A/
EleT/ arginine aspirin tablets
quinidine VU 2 S48/
VEHL pidotimod tablet
digitalis BRumk/
Hh =2/ ticarcillin
digoxin MRz P A/
piperacillin
Company | IBM headquarter Citigroup 88%
(English) | Google revenue Nike
GE founder IBM
Coca cola
Wal-mart
Country France Capital France 91%
(English) | China Population China
England National symbols India
Canada Canada
Japan Thailand

In the experiments of Chinese, the precision of the top 100 candidate instances of the

concept “¥& Jpi /Disease” is above 92%, covering 39.2% of the 900 common diseases in
the gold standard. The same result of the concept “%4#)/Drugs” is above 67%, covering
5.83% of the 1,500 common drugs in the gold standard. The lower performance than that
of “¥% 5 /Disease” may due to that the attributes of the concept “¥<J55/Disease” are more
specific in comparison with those of 24§ 4 /Drugs”. For example, “Jp [X /Cause of
disease”, “JiE K /Symptom™ and “J JT /Treatment” are all the attributes specific to the
concept of ““¥& 5 /Disease”, while the attribute “ &l {F ] /Side effect” is not only the
attribute of concept “Z§%)/Drugs” but also that of concept “F/R/Operation”, etc.

In the experiments in English, the precision for the top 100 candidate instances of the
concept “Company” is 88%, covering 42% of the 500 companies in the gold standard.
For concept “Country”, the precision achieves 91%, the coverage achieving 60%.

The performance of instance extraction in the two English concepts is superior to that
of the two concepts in Chinese. The reason probably lies in that (1) the instance set of
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TABLE 4. The precision of instance extraction for concept‘J%J#/Disease”

N Precision of instance, top N
100 92%
200 94%
500 94%
1,000 93%
2,000 85%

concept “Country” is closed, while the instance sets for other three concepts is open; (2)
no word segmentation problem exists in English. So the candidate instances extracted are
relatively complete linguistic units.

We conducted more detailed experiments for the concept of “¥< Ji5 /Disease”. Table 4
shows the precision of instance extraction for concept “¥% J7 /Disease”. Through human
determination, we find that the precision of top500 and top1,000 candidate instances
achieves 94% and 93%, respectively.

1
EO.S
=3
0.7
o
0.6
05 1 1 1 1

100 200 500 1000 2000
Rank

FIGURE 2. Precision of instance extraction for concept “¥<Jj/Disease”

Figure 2 shows that the precision of the top 1,000 instance candidates after ranking
achieves 92%, and that of top 2,000 still remains at 85%. The reason that the precision is
decreased is that after ranking, the instance candidates with higher confidences are mostly
ranked in the front positions, while those with lower confidences are ranked in the back
low.

6.2.3 Comparison with Other Methods. Table 5 shows the comparison with other
methods. [3] used human selected pattern to extract instances for concept “Company” and
“Country” from the web page corpus with the size of 60 million words, and they evaluate
the precision for instance extraction using a sampling and human determination method.
They extracted 1,116 instances for concept “/A 5]/Company” , with the precision of 90%.
[14] used an unsupervised method to extract the instances for the concept of “Country”,
“constellation” and “fish species” from the unstructured web corpus. The average
precision is 81%. [11] extracted 40 classes of instances, and the average accuracy is
26.89%. Accuracy Ratios used in [11] is identical to coverage ratio in our result. In
comparison with the above three methods, our method extract instances with a
comparable precision and coverage but much less corpus.
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TABLE 5. The comparison with other methods

The methods | Number of concepts | Precision | Coverage
[3] 2 classes 90% N/A

[14] 3 classes 81% 83%

[11] 40 classes 80% 26.89%
Ours 22 classes 84% 39.92%

6.2.4 Influence of Different Seed Attributes over the Performance of Instance
Extraction. Table 6 shows that the selection of different seed attributes will have an
impaction the precision and coverage of instance extraction. In the first experiment for
concept “Z4§4/Drugs”, the seed attribute | { H/Side effect” and *“3& M JiE /Indication”
are not concept-specific. They are also the attributes of concepts e.g.“ F /K /Operation”
and “V& 77 J7 ¥%/Therapeutic method”. Therefore, the candidate instances like 3518 78
A /Temporal filling”, “ & ¥ #& J2 /Eyebrow shaping”, “H5 Ifi fli % K /Liposuction” are
extracted. In the second experiment, we used the seed attributes like “%% F {5 F/ Disable
and be used with caution” and “ % ] & /Indication et dosage”, which are more specific
to concept “Zj4)/Drugs”. The result shows that the precision for instance extraction has
been obviously improved in comparison with the first experiment.

On the other hand, because the contextual patterns for the seed attributes “Z% F {5 F/
Disable and be used with caution” and “ ] {£ /] & /Indication et dosage™ are relatively
less, the coverage of instance extraction is decreased. Therefore, selecting more specific
seed attributes is important for improving the precision for instance extraction.

TABLE 6. The influence of different seed attributes over the precision of instance

extraction

Seed attributes. Top 5 instances extracted Precision
HI1E FH/Side effect ] i AE 2 /Breviscapinun 48%
1% NiE/Indication M A 78 AR /temporal filling
253 1 i /Pharmacological actions | [ IfL¥¥24/Metformin

FAt /medlar

5 J5F+2 Fi /compound salvia tablet
LR/ BRRFRMEBETE 67%
Disable and be used with caution Esomeprazole magnesium enteric-coated tablets
ML=/ & & W2 [ =] VT Ak /Arginine aspirin Tablets
Indication et dosage VL2 548 F /Pidotimod tablet

B R VUM Ticarcillin

WK $7 5 Ak /Piperacillin

6.2.5 Comparison with Gold Standard Knowledge Base. Experiment results suggest
that there is a common phenomenon for the testing concepts that the precision is
relatively high while the coverage is relatively low. Moreover, Table 7 shows that many
correct instance candidates are not included in the gold standard knowledge base, which
suggests a method to expand the gold standard knowledge base to some extent. The
negative part of the results is related to the seed attributes that we choose. Though the
incorrect instances are extracted, they positioned the bottom of the result list of candidate
instances after ranking.
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TABLE 7. Comparison with gold standard knowledge base

Concept Correct Correct candidates not Incorrect candidates not
candidates covered by gold covered by gold standard
covered by standard
gold standard

P/ 58 instances 1810 instances 410 instances

Disease B 32/ Antritis ‘B9 N/ Spur patient

(Chinese) 5 IfL4iE /haemolyticus I 35 / Patients with

A4 PSSR /sciatica blood deficiency

25/ 42 instances 310 instances 600 instances

Drugs C-Nibas davl B AR/

(Chinese) compound salvia tablet | temporal filling

T s hu/ i s e A/
Qingfeisanpill Liposuction
9 instances 91 instances 100 instances
# - i AR/ Ticarcillin | Y]
B /Over-the-counter medicine
/Oxcarbazepine I& ME
Fr L BipiH/ /Indication
Levetiracetamtablets JLEHZ
/Medication in infants and
children

Company | 210 instances 0 instances 39 instances

(English) Communist Party

Fudan

Country 106 instances 0 instances 11 instances

(English) Wisconsin

Rome
New Jersey

6.3 Results of Attribute Extraction

6.3.1 Attribute Extraction Results for the 4 Concepts. The attribute extraction results

for 4 concepts are shown in Table 8.

TABLE 8. The attribute extraction results for the 4 concepts

Concepts Seed attributes Top 5 attributes Precision Coverage
extracted
I/ Al Ji A/ cause of Top5S | 80% | 70.60%
Disease cause of disease | disease Topl0 | 60%
(Chinese) bEbid) PRAE/ physical Topl5 | 67%
treatment sign o
SER/ 755?3 B4/ location Top20 1 70%
symptom of the diseases
J7 3%/ curative
effect
FH#j/ Medications
21/ _IEHY/ 2y PER/ Top5 | 80% | 75%
Drugs side effect pharmacological Topl0 | 70%
(Chinese) J‘ﬁmﬁ/ actions TOp 15 73%,
indication ANRRM/ Top20 | 70%
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ZHHRAEF/ adverse reaction
pharmacological | £ i/ food
actions FIVE FH /side effect
il % /preparation
Company headquarter CEO Top5 | 80% 77%
(English) revenue application Top 10 | 80%
founder Chairman Top 15 | 80%
creation
division Top 20 | 85%
Nation Capital economy Top$5 100% | 91%
(English) Population center Topl0 | 80%
religion Government Topl5 | 73%
population
Society Top20 | 80%

Figure 3 shows the precision of attribute extraction for the concepts of
/Disease”, “Zj¥)/Drugs”, “/\&]/Company” and “[E 5 /Nation”.

1
0.8 f— -
= v . ——DISEASE
@ 0.6 <
g —=—DRUGS
8 0.4 COMPANY
COUNTEY
0.2
O L
toph toplld toplh top2l
rank

FIGURE 3. Precision of attribute extraction for the 4 concepts

In the experiments in Chinese, the top-5 precision for the attributes extraction of both
the concept “ ¥& Jpi /Disease” and “ Zj #) /Drugs” is over 80%, and top-20 precision
achieves 70%. The coverage of the concept “¥% J¢i/Disease” and “Zj#)/Drugs” achieves
70.6% and 75%, respectively.

In the experiments in English, the top-5 precision for “Company” is over 80%; and the
top-5 and top-20 precision for “Nation” achieves 100% and 80%, respectively. The
coverage of attribute extraction for the concepts of “Company” and “Nation” achieves
77% and 91%, respectively.

Similar to instance extraction, the performance of attribute extraction in English is
superior to that in Chinese. The reason probably lies in that no word segmentation
problem exists in English. So the candidate attributes extracted are relatively complete
linguistic units.

6.3.2 Comparison with other Methods. [11] used an unsupervised method to extract the
attributes of the concepts of open domains from the Web corpus and search engine logs,
the precision for the top-20 candidate attribute achieves 67%. In comparison with the 50
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million query logs and 100 million web pages they used, the resources we used are much
less. However, our method can achieve comparable precision with their method.

6.3.3 Comparison with Gold Standards. Table 9 shows the comparison with gold
standard knowledge base. Many correct attribute candidates are not included in the gold
standard knowledge base, which suggests a method to expand the gold standard
knowledge base.

TABLE 9. Comparison with gold standard knowledge base

Concept | Correct candidates No. of the correct extracted No. of the incorrect
covered by gold attributes which are not extracted attributes
standard coincided with gold standard, | which are not coincided

and examples with gold standard, and
examples

IR/ 12 instances 5 instances 40 instances

Disease [958/ prevention and cure H2¥A/ radical treatment

(Chinese) ZWrkrvtE/ standard of FRYEAL/ normalization

diagnosis
A K 7/ imaging

259/ 9 instances 13 instances 33 instances

Drugs AR B/ untoward effect B d/food

(Chinese) ] &/ preparation 19777 %€/ GEMCAP

1§ ML/ mechanism of 4y ¥ &/ molecular
action weight

Company | 10 instances 45 instances 25 instances

(English) Co-CEO Application

Chief Information Officer Result
List
Country 11 instances 15 instances 25 instances
(English) laws role
border areas importance
issue

7. Conclusions. This paper proposes a method of synchronously extracting instances and
attributes for the concepts based on the Web. The evaluation shows that appropriate
selection of seed attributes can achieve notable average precision and coverage of
instance extraction on testing datasets. However, what kind of attributes is appropriate for
the extraction of a certain concept? By experiment we suggest that the appropriate
attributes are the most specific ones which could distinguish the current concept from
others. For example, the concept of “Poet”, “Athlete”, “Painter” and “Philosopher” are all
sub-concepts of “People”, we use the seed attributes set <i:F /E/poem, i & /poetry> to
distinguish “Poet” from other sub-concepts of “People”. So a concept hierarchy should be
helpful for selecting the appropriate seed attributes for the instance extraction. As for
future works, we will try to conduct some experiments on this idea.
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